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The local defect structure of NiO nanoparticles was determined by extended x-ray absorption fine structure
method. By using the bulk and surface sensitive characterization techniques, we are able to show that the
vacancies mostly reside on the surface of the particles and the distribution of vacancies can be considered
within a core-shell model. We argue that these observations can give a suitable explanation for the venerable
problem of observed magnetic behaviors of antiferromagnetic nanoparticles and other functional properties of
the material. The observed magnetic moment has been attributed to the interacting vacancies inside the anti-
ferromagnetic host and the distribution of vacancies over the particle volume determines behaviors such as
size-dependent different nature of spin-glass freezing and exchange bias.
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I. INTRODUCTION

In recent years, functional materials in nanoparticle form
have been actively studied due to both scientific interests and
potential applications. Nickel oxide (NiO) is a very prosper-
ous material extensively used in catalysis, battery cathodes,
gas sensors, electrochromic films, and magnetic materials.!=
Recently, reversible resistance switching has been found to
take place, signaling the possibility of nanoscale resistance
memory devices,® and also the use of NiO as hole-
transporting layer in quantum-dot light-emitting devices has
been demonstrated.” The performance of these devices
strongly depend on the stoichiometry or preparation condi-
tion of the material. The general chemical formula of nickel
oxide is Ni,O,. The values of (x,y) can be changed by
changing the synthesis conditions. NiO is known to be
p-type semiconductor and usually has an oxygen excess
coming from the Ni vacancies in the system. First-principles
thermodynamical calculations®~'? also show that Ni vacancy
is the most dominant point defect present in the system,
rather than the absolute oxygen excess or oxygen interstitial,
which are also supported by the present experimental
findings.!'~!3 The another most important issue is the distri-
bution of vacancies over the particle volume. It is expected
that the defect formation energy near-surface region and in
the bulk of the particle will be different due to various un-
compensated natures on the surface. This specific vacancy
distribution has its strong effect on the overall electrical,
electronic, and magnetic properties of the material, which
has never been explored as a direct experimental finding. For
the case of nanoparticle, the defect chemistry is expected to
be considerably different than that of bulk under similar
preparation condition with ambient atmosphere due to very
large surface contribution and can have interesting material
properties compared to bulk.

In this context of the discussion, we will specifically con-
sider the magnetic properties of NiO nanoparticles demon-
strating the general importance of the vacancy distribution
over the particle volume, as an example. In the present de-
cade or so, efforts have been devoted to explore the unex-
pected  observed  magnetic  properties in  both
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nonmagnetic and magnetic nanoparticles. To date,
the mostly accepted model is the vacancy induced magne-
tism (specially ferromagnetism) for the case of nonmagnetic
systems through various experimental and theoretical stud-
ies, as cited above. The issue of antiferromagnetic nanopar-
ticles is rather more interesting because of its magnetically
compensated nature and presence of active magnetic interac-
tions, unlike to the case of nonmagnetic systems. As a matter
of fact, one should not expect any net magnetic moment in
antiferromagnets but historically, a finite magnetic moment
has been observed for small antiferromagnetic particles. The
exact origin remains unresolved, till now. The idea of Neel
(1961) regarding the permanent magnetic moment of antifer-
romagnetic nanoparticle due to uncompensated surface spins
of the “two sublattices” was expanded to a “multisublattice”
model to explain the observed larger magnetic moment as
expected from two-sublattice model, by Kodama et al.?® in
1997, through many unsolved questions raised regarding the
validity of Neel’s two-sublattice model in contemporary
literatures.® More recently, the observation of the spin-glass
behavior in many antiferromagnetic nanoparticle systems
along with loop shift upon field cooling, large magnetic mo-
ment and interestingly the absence of spin-glass behavior in
many nonmagnetic nanoparticles* has established the fact
that, spin-glass nature must be a unique feature of antiferro-
magnetic nanoparticle systems and this classifies two broad
group of systems in their nanomagnetism. It seems that these
observations cannot be explained by proposed multisublat-
tice model. Recently some groups have reported that it can
be considered as a core-shell exchange bias system where
shell is ferromagnetic or spin-glasslike or diluted
antiferromagnet.®3#! In this model, loop shift can be ex-
plained as a result of interfacial coupling between shell (spin
glass or FM) and core (antiferromagnet).3> In some litera-
ture, the magnetism was attributed to the presence of higher
oxidation state (Ni**) in NiO lattice, which is responsible for
the observed magnetic moment.*> Even recently, the pres-
ence of Ni** ions in NiO has been shown.!! Sometimes, the
enhanced catalytic properties of NiO nanoparticle has been
attributed to the presence of Ni?* ions.** However, some
studies*** indicate the presence of only Ni** ions. The issue
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FIG. 1. (Color online) XRD pattern of NiO nanoparticles pre-
pared at different temperatures (in degree Celsius) as indexed with
Cu K(«) radiation (main panel). The zoomed view of (200) peak is
shown in inset.

of the vacancy induced oxidation state and consequently its
effect on magnetic (also other material properties) deserves
some more work. So, in the present status of understanding,
the magnetic behaviors (and specially their origin) of antifer-
romagnetic nanoparticles remain controversial, contributed
by studies mostly based on magnetization measurements.
The evidence of vacancy induced magnetism in nonmagnetic
systems suggests that vacancy can play a vital role for anti-
ferromagnetic nanoparticles also, which has already been in-
dicated in recent literatures.3846

II. TECHNICAL DETAILS

To address these issues, regarding distribution of vacan-
cies over particle volume, vacancy induced oxidation state,
and effects on magnetic properties, we have performed a
detailed local structure characterization by extended x-ray
absorption fine structure (EXAFS) and electronic structure
by XANES (x-ray near-edge absorption spectroscopy) at
metal edges. For this purpose, we have prepared the nano-
particles by decomposing the chemically precipitated nickel
hydroxide at various temperatures because this method has
been widely used in relevant studies.??3%333% The magnetic
properties have been characterized by superconducting quan-
tum interference device magnetometer. From the x-ray dif-
fraction (XRD) data as shown in Fig. 1, we see the formation
single phase NiO nanoparticles with preparation tempera-
tures (in degree Celsius) as indexed. The average particle
sizes as estimated from the line broadenings are 9.8 nm
(300 °C), 12.5 nm (360 °C), and 17.3 nm (420 °C). The
sample prepared at 800 °C with large grain size (about 200
nm, from transmission electron microscopy image) is chosen
to be standard. We should mention that XRD gives an esti-
mation of average particle size which is often reasonable for
smaller particle size.

The x-ray absorption spectra were collected at the XAFS
(BL 11.1) and BEAR (Bending Magnet for Emission Ab-
sorption and Reflectivity) (BL 8.1 L) beamlines at Elettra
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FIG. 2. (Color online) The particle size dependence of FT in-
tensity in CEY mode (main panel). Comparison of the data of CEY
mode with TRANS mode (inset).

Synchrotron Center, Italy. The energy scale has been cali-
brated by measuring the absorption through a Ni foil. The
energy of the first inflection point of Ni K edge of Ni foil is
taken to be 8331.53 eV. The data have been acquired in both
bulk sensitive transmission (TRANS) mode and near-surface
sensitive (due to an exponential decaying behavior of the
signal with the depth from the sample surface*’) conversion
electron yield (CEY) mode*® where the samples were sur-
rounded by He gas at atmospheric pressure. We use CEY
mode because of higher signal intensity compared to total
electron yield (TEY) mode, with reasonable near-surface
sensitivity.*” By the combination of these two techniques, we
can separate out the bulk and near-surface contributions of
the relevant parameters. The Ni L,; x-ray absorption spec-
troscopy measurements have been performed with TEY
mode. The background removal, normalization of the data
have been performed by following the standard procedures
using Athena.”® The structural refinement’!? is carried out
by using DL-excurv code®® from Daresbury Laboratory. In
this code, the effect of multiple scattering can be considered
by calculating all of the multiple-scattering paths within a
cluster centered around the central atom. The fitting is car-
ried out in the R [Fourier transformed (FT)] (Ref. 54) space,
with k range chosen from 3.5 to 15 A~'. The k* weighting is
used to include high energy part of the oscillation. The fitting
is performed on the first two cells, that is, on the first two
peaks in the R space which is sufficient to get information
about the coordination numbers and bond lengths.

III. RESULTS AND DISCUSSIONS

A. Core-shell model of vacancy concentration

In Fig. 2, we show the spectra in R space for different
nanoparticles in both TRANS and CEY modes. Before we go
to the fitting procedure, we would like to discuss about dif-
ferent features as can be extracted qualitatively. A careful
inspection reveals that FT intensity decreases for all the Ni
coordination cells (indicated by arrows in figure) as the par-
ticle size decreases. Since this intensity gives an estimation

214420-2



CORE-SHELL MODEL OF THE VACANCY CONCENTRATION...

TABLE I. Second cell population (N,) and disorder (o).

Size
(nm) N, (TRANS) 203 (TRANS) N, (CEY) 203 (CEY)

Standard 12.00 0.01221 11.82 0.01281
17.3 11.70 0.01298 11.65 0.01291
12.5 11.67 0.01298 11.27 0.01294
9.8 11.38 0.01348 10.76 0.01341

of the population and disorder parameter (o) of the corre-
sponding cell, we can have an indication of enhancement of
Ni deficiency as well as static disorder, as we make particle
size smaller. The data acquired with TRANS mode, give very
small variations as shown in the inset of Fig. 2 in comparison
to CEY mode. One has to remember that, TRANS mode
gives the variation in overall (surface+bulk) parameters
while CEY mode gives mostly (not “only” because our par-
ticle sizes are less than typical information depth of CEY
mode but we get most of the surface information because of
exponential decaying nature of signal as mentioned above)
near-surface region®® information. So the small variations
observed in TRANS mode (even if it is not surface sensitive)
can actually be attributed to near-surface region. These ob-
servations strongly suggest that a different behavior of Ni
vacancies and static disorder parameters near the surface and
inside the bulk of the particles.

To be quantitative, we have performed the structural re-
finement to obtain the coordination numbers in second (Ni-
Ni) coordination cell. The value of first cell (Ni-O) popula-
tion has been fixed to stoichiometric value 6 as per previous
understandings, mentioned in the introduction. The results
are tabulated in Table I and two-cell fitting is presented in
Fig. 3. Here we see consistent changes in the second cell
coordination numbers in data taken with CEY mode as well
as TRANS mode. As expected, the variations in TRANS
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FIG. 3. (Color online) Two cell fits in R space for the data taken
with TRANS and CEY modes.
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mode are found to be smaller than corresponding CEY mode.
Also note that, as the particle size decreases, TRANS mode
starts to give smaller coordination numbers due to larger sur-
face contribution, as TRANS mode gives the overall infor-
mation as mentioned above. However in all cases, the num-
bers obtained with CEY mode considerably smaller than
corresponding TRANS mode due to near-surface sensitivity
and enhancement of effective surface contribution with re-
duction in particle size. For example, we get 1.5% Ni va-
cancy for even standard (large grain-size) sample measured
with CEY mode as compared to 0.0% in TRANS mode,
showing that the combination of TRANS and CEY modes
can really be used to separate out surface and bulk contribu-
tions. The maximum vacancy concentration has been found
to be 10.3% (CEY) for the smallest (9.8 nm) particle. The
corresponding value with TRANS mode reads 5.2% (the
overall vacancy concentration). From these observations, we
can conclude that there exists a definite vacancy-distribution
pattern over whole particle volume. The near-surface region
of particles contains a larger amount of vacancies, compared
to the bulk or core of particles. Our observations on these
particular sample set show that the changes in overall va-
cancy concentrations come through high surface contribution
for the nanoparticles. For larger particle size, the vacancy
concentration starts to merge within different mode due to
very small surface contribution not from the bulk. From
these considerations, we can develop a core-shell model for
the vacancy distribution, where shell contains a larger num-
ber of vacancies compared to core with very little changes in
core vacancies for different particles. This is possibly be-
cause during the preparation, a vacancy migration occurs
from the core to the near-surface region for all particles.
Apart from the coordination number changes, we also ob-
serve a change in static disorder. As we reduce particle size it
increases considerably, as can be seen from Table 1.

B. Development of core-shell magnetic model

Now coming back to magnetic behavior of the nanopar-
ticles, in Fig. 4, we show the hysteresis loops measured at 5
K for three different particle sizes, the smallest (9.8 nm),
largest (200 nm), and one in between them (12.5 nm). Both
zero-field-cooled (ZFC) and field-cooled (FC) data are pre-
sented for the nanoparticles. The nature of these loops is very
similar to the observation in Fig. 1 of Ref. 29. In accordance
with our structural core-shell model, let us assume (at least
for the time being) two magnetic phases are associated, one
with core and another with shell. The nonsaturating nature of
the loops suggests the presence of antiferromagnetic phase.
Now, from the nature of M-H plot of the standard sample
[see inset of Fig. 4(b)] and the vacancy distribution (very
small vacancy concentration 1.5%, which reside on near-
surface region), we can be sure that core regions of all par-
ticles (containing no or very less concentration of vacancies),
behave like antiferromagnet. So, if we subtract this contribu-
tion from the overall behavior, we will have an idea about
the other phase. This is done in the same way, as done
previously®® to get saturation magnetic moment M. One
such plot is shown in the inset of Fig. 4(a) for the smallest
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FIG. 4. (Color online) Hysteresis loops at 5 K for (a) 9.8 nm and
(b) 12.5 nm with ZFC (solid symbol) and FC (open symbol) from
350 K at 30 kOe. Inset (a) shows shell contribution after subtracting
antiferromagnetic core contribution for ZFC loop of 9.8 nm par-
ticle. Inset (b) shows M-H curve for standard (antiferromagnetic)
sample.

particle. The obtained values are M¢(9.8 nm)=0.19 emu/g
and M (12.5 nm)=0.09 emu/g. Thus, value of My in-
creases with reduction in particle size [or with increasing
vacancy concentration (see Table I)] as demonstrated in very
details in previous studies. Now, let us look at the loop shift
upon field cooling. It is evident from Fig. 4 that ZFC loops
are symmetric around the origin whereas 30 kOe FC loops
are strongly displaced from the origin and also broadened.
Apart from the exchange shift Hg, there also exist vertical
shift which indicates that some part of the contributing mo-
ments are frozen to field direction (while field cooling at 30
kOe). The estimated values of Hjy are, Hg(9.8 nm)
=5.1 kOe and Hg(12.5 nm)=3.5 kOe, so in our case, Hg
increases with increasing vacancy concentration. However it
is not always true, in the limit of very small particle size
(with associated very high vacancy concentration due to
large surface contribution), virtually the shell magnetism
dominates with vanishing core contribution. In that regime,
Hp no longer increases with decreasing particle size, as we
will discuss in subsequent paragraphs.
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FIG. 5. (Color online) Ni K-edge XANES spectra for different
nanoparticles (main panel) along with Ni L,; (inset) showing the
absence of any Ni** trace.

Along with our magnetic observations and the observa-
tions that already exist in literature, we address the following
unresolved issues which need some attention to explain
within a suitable model. (a) The NiO nanoparticles show a
large magnetic moment®’ as sizes become smaller than hun-
dred of nanometer. (b) Observation of spin-glass
behavior’®* with a broader peak T, (freezing temperature)
in the ZFC curve. (c) Observation of a exchange bias phe-
nomenon, which is responsible for the shifted hysteresis loop
after field cooling, with a large loop shift (Hp, the exchange
bias field) have been reported for the intermediate sized
particle.?>?* As mentioned earlier the Ni** ions can play a
vital role in determining particle magnetic moment. To check
the vacancy induced oxidation state of the Ni ions, most
probably NiO nanoparticle is the best system in the sense
that it contains a larger amount of Ni vacancies. We can
check, the trace of Ni** ion (if it is present) by observing the
absorption (XANES) spectra in Ni K edge as well as Ni Ly;
edge. We show the Ni K-edge spectra in both CEY and
TRANS mode as well as Ni L,3 in Fig. 5. We do not see any
shift in energy between different spectra in Ni K edge
XANES. Also the spectral shape** of the Ni L,; edge suggest
that Ni ions in NiO nanoparticles remain in a 2+ state and
high spin electronic configuration. Thus we exclude the pos-
sibility of the effect Ni** ion on observed large magnetic
moment.

Before we proceed further, it is important to discuss the
commonly accepted mechanism which is responsible for the
observed ferromagnetic behavior of nonmagnetic oxides, in
brief. The local magnetic moment in these systems arises as
an effect of cation vacancy. The cation vacancy polarizes the
surrounding ligand atoms which act as a localized magnetic
moment around the vacancy. The ferromagnetic interaction
between two such localized moment give rise to a collective
ferromagnetic behavior. To establish the collective ferromag-
netic behavior, it has been shown'¢ that there need a mini-
mum vacancy concentration depending on the crystal struc-
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ture of the material involved. The other important parameter
to determine the magnitude of local magnetic moment is the
charge state of vacancy. For example, in case of HfO,,'¢ if
the Hf vacancy occurs in (4—) charge state then the induced
local magnetic moment will be zero and one would not ex-
pect any collective ferromagnetic properties. For neutral va-
cancy, the induced local magnetic moment will be maximum.
Thus the charge state of the vacancy is also responsible for
the strength or observed total magnetic moment of the sys-
tem.

This model of nonmagnetic system can be extended suit-
ably for the case of antiferromagnetic nanoparticles to ex-
plain the observed magnetic behavior accounting the host
(antiferromagnetic) induced effect, in addition. The effect of
cation vacancy on electronic structure and magnetic proper-
ties of transition-metal mono-oxide has been studied by
many groups.”'?>% The relevant outcomes of these studies
are as follows. The introduction of a neutral Ni vacancy in
either sublattice results in hole doping on the surrounding
ligand oxygen atom 2p states. The overall magnetic nature of
the system is still antiferromagnetic but the system behaves
like a half metal. We point out that by removing one Ni atom
from one of the sublattices (up and down) causes an uncom-
pensated moment (which is equal to one Ni moment) that
must be compensated by a suitable equivalent moment origi-
nated around the vacancy site (over the surrounding ligand
atoms) since the net magnetic moment of the system is zero.
It is known that if one removes the Ni atom from up sublat-
tice, the resulting hole will arise in the oxygen 2p spin-down
channel. From these considerations one can think, as if there
is a local moment at the vacancy site with the same moment
and direction as removed Ni atom. Also while modeling, we
have to keep in mind that unlike nonmagnetic system, the
antiferromagnetic system posses a variety of exchange inter-
actions and whose strength depend on the lattice parameter’’
while it is on surface or bulk.’® The important effects of
charge state also one has to take into account. From litera-
tures we see that for the case of NiO, the Ni vacancy could
be in singly, doubly, or mixed charge states.'? Also, surface
could have effect in determining the charge state, so one
should consider the more general case, assuming all charge
states are possible.

To see, how our structural core-shell model reflects in its
magnetic properties, we point out the following correspon-
dences. (a) The large magnetic moment can be associated
with the large Ni vacancy concentration with the reduction in
particle size. This experimental vacancy concentration satu-
rates to some value (like 1.5%) as we keep on increasing the
particle size. This agrees very well with the experimental
observation of total magnetic moment for the particles with
sizes only in the nanoscale range (less than 100 nm) where
the vacancy concentration varies with size and also the total
magnetic moment. (b) As it is evident from our EXAFS stud-
ies, even in the nanoscale region we see hardly any changes
in the vacancy concentration inside the core of the particle,
all changes happening on the near-surface region. So, it
agrees very well with the assumption that the core of the
particle behave like its original magnetic phase® (antiferro-
magnetism) and we attribute the experimental observation of
spin-glass behavior to the near-surface region, the effect is
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merely due to vacancy induced, enhanced surface disorder,
and different surface anisotropy as compared to core. The
broader distribution of 7, may come from the particle size
distribution but there exist another mechanism which might
be more important. This possibly comes because of the dis-
tribution of vacancies over the whole particle region. It is
most likely that the surface high vacancy concentration falls
to its core value continuously (very rapidly as expected from
our EXAFS analysis) without any sharp transition. The
quasimagnetic phases associated with this kind of vacancy
distribution can give rise to a broader 7),. The possible origin
of spin-glass phase associated with shell will be discussed at
the end. (c) The observed field-cooled loop shift and related
phenomenon can come from the exchange coupling between
these two, core (antiferromagnetic) and shell (spin-glass)
magnetic phases. In the limit of very small (say 3 or 5 nm)
particle size, the surface contribution is so much that core
contribution becomes negligible and for a larger particle (say
80 or 90 nm) core contribution become significant enough
and surface has relatively lesser contribution as compared to
very small particle. These competitions between core and
shell contributions determine the strength of the exchange
phenomenon which will be maximized for an optimal value.
That is why, one observes large loop shift for intermediate
particle size rather than very small or large particle size
within the nanoscale. So the total observed magnetic moment
is monotonic function of particle size (as total vacancy con-
centration) but the loop shift or exchange bias phenomenon
is not monotonic with particle size because it strongly de-
pends on the vacancy distribution within the core and shell
region.

Before we discuss about the origin of shell magnetism, we
would like to comment about the importance of material syn-
thesis condition in determining over all magnetic behavior.
Based on our literature survey, we have an impression that
the exact association of magnetic properties (for an example,
magnetic moment) with sizes sometimes can be misleading
and it may not be reproducible. All that matters, are not only
preparation temperature but also many other parameters such
as capping agent, cooling rate, sample morphology, and sur-
rounding atmospheric conditions even if the particle sizes are
kept fixed for each case. These parameters actually control
the vacancy distribution over the particle volume in different
way, giving different sorts of results.

C. Origin of the shell magnetism

Now we would like to discuss about the possible origin of
the shell magnetism. In Fig. 6, we show the situation, sche-
matically in two dimensions. The nickel and oxygen lattice
sites are presented by red (dark gray) and light gray small
circles, respectively. The spin state of central Ni atoms (of
squares) is given at the bottom. The vacancies in up/down
sublattices are presented by void (white) regions at Ni sites.
The induced moments at surrounding oxygen atoms are pre-
sented by small arrows. The overall moments at vacancy
sites are presented by big arrows whose magnitude depends
on the charge state (g) of vacancies.

(a) g=0 case: as discussed earlier, a neutral Ni vacancy
introduces two holes in the surrounding ligand 2p state in
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FIG. 6. (Color online) The schematic presentation of proposed
model for vacancy induced shell magnetism (see text for details).

such a way that it is introduced in spin-down channel if the
Ni atom is removed from the up sublattice. That means in-
duced moment will have a definite direction depending on
the vacancy site (see Fig. 6, top). Now see the figure, where
we show two such kind of vacancies, one in down sublattice
(left) and other is in up sublattice (right). It is clear that due
to host induced effect the moments are antiparallel. But,
there may exist another interaction J;; (in a similar way of
nonmagnetic system) which will try to make them parallel.
J;; must be dependent on the distance between two such mo-
ments (in turns, on vacancy concentration). Along with these
competing interactions and randomness of vacancy sites, en-
hanced surface disorder, make the overall system to behave
as a spin glass.

(b) g=-2 case: for this case, there will not be any induced
magnetic moment around the vacancy site (see Fig. 6, bot-
tom) but system posses a net magnetic moment due to two-
sublattice unconsenting moment (coming from vacancies and
intrinsic surface effect). Along with surface roughness, dis-
order, and vacancy-site randomness, the system behaves as a
spin glass.
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(c) g=-1 or mixed case: this is the most reliable mecha-
nism which combines both of above two and consistent with
experimental findings. In this case, the induced magnetic
moment is reduced to its half value as compared with (a) (see
Fig. 6, middle).

IV. SUMMARY

In summary, NiO nanoparticles of different particle sizes
have been prepared in a similar way, as done in most of the
relevant works. A detailed surface and bulk vacancy charac-
terization have been performed using EXAFS technique. Our
observation and analysis show that there exist a definite pat-
tern of vacancy distribution over the particle volume which
can be described within a core-shell model. The importance
of this vacancy distribution for different particle sizes on
their magnetic properties has been discussed excluding the
contribution coming from Ni** jons. Here, we extend the
idea about the vacancy induced magnetism of nonmagnetic
system to antiferromagnetic system. We argue that by ac-
counting the host induced effect along with vacancy-vacancy
interaction can give a suitable explanation for the observed
spin-glass behavior. We demonstrate that the structural core-
shell model identically reflects in its magnetic behavior re-
sembling the system as a core-shell exchange bias system.
The core retains its original magnetic phase and shell be-
haves as spin glass. The distribution of vacancies determines
the nature of size-dependent exchange bias strength, which is
not monotonic with particle size as total magnetic moment in
nanometer scale. Though the experiments were performed on
NiO but our understanding should be valid for all other an-
tiferromagnetic oxide nanoparticles.
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